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Why study Machine Learning?

• Understanding the world around us:

- Deterministic Algorithms can describe Deterministic systems 

(Newton’s laws, shortest path between two places). 

- How can we describe systems that are not Deterministic?

(Recognizing human faces, navigating the real world)

• Machine Learning: The study of algorithms that search for a function 

which approximately models a system that is not deterministic.

“A computer program is said to learn from experience E with respect to 

some class of tasks T and performance measure P, if its performance at tasks 

in T, as measured by P, improves with experience E.”

- Tom M. Mitchell, Machine Learning, McGraw Hill, 1997



Arthur Lee Samuel

Arthur Lee Samuel

Published in 1959One of the first uses of the term 

Machine Learning.

- Self-teaching computers was 

also alternately used.



Recent successes of Machine Learning



Rapid Advancements in Machine Learning

• From Russel S.J., Norvig P., Artificial Intelligence, A 

Modern Approach (2003):

Video Source: 

https://www.youtube.com/watch?v=IIReDnbLQAE

Courtesy: https://github.com/lzccccc

Researchers in 2019



Course Outline

Syllabus:

• Regression: Linear, Non-linear, Non-parametric

• Classification: Logistic Regression, Bayes Classifier, k-NN, Support Vector Machines, Multi-

Layered Perceptrons

• Tree-based Learning: Decision Trees, Random Forests, XGBoost

• Dimension Reduction: Linear and Non-linear Subspace Projections

• Clustering: k-Means, Hierarchical, Density-Based, Mean Shift, Subspace and Spectral Clustering

• Semi-Supervised Learning

• Reinforcement Learning

• Time-Series Data and Continuous Learning (3 hours)

• Interpretable and Explainable AI

• Ethics in AI

Evaluation:

• Mid-semester (40%) and Final Examination (60%)



Initial focus: Regression and Classification

Regression: Linear Regression

Given data                                                 ,

find a best fit line:

Classification: Logistic Regression

Given data                                                ,

find a line between two classes:



Linear Regression

Today’s discussion: Simple Linear Regression

Given data ,                         we assume the data was sampled from a                        

.

We wish to estimate this function as               in order to predict,

In simple linear regression, we wish to estimate a line                                   . We can consider a choice of a loss 

function                     that can inform us how well a certain estimate of               is for the given data 

.

Using calculus, we can arrive at the following closed-form expressions for              :

function:



Programming Simple Linear Regression

1. Python Notebook: numpy-matplotlib.ipynb

2. Python Notebook: linear-regression-1.ipynb


