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k-Means Clustering

The k-Means Clustering Algorithm –

Input: The data X, the number of clusters to find k

Output: The k cluster centers, the cluster memberships of each data instance

1. Initialize the k cluster centers by randomly selecting k data instances

2. Repeat until convergence:

2(a). Calculate the distance between all n data instances and all k cluster centers.

2(b). Calculate the cluster membership of each data instance, as that cluster

whose center lies at the closest distance to the data instance.

2(c). Update the k cluster centers, as the mean of all data instances that have 

membership to that cluster.
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Initialize k=3 data instances as the initial 

cluster centers

Update the cluster centers

Calculate distances and cluster 

memberships

A poor 

initialization

can lead to a 

poor local 

optima

…
After one 

more iteration

k-Means converges










