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A Signal Processing Perspective of kernels

• How can we smooth a quantized signal?
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• How can we smooth a quantized signal?

➢ WeightedMoving Average

Source: S. Marschner

A Signal Processing Perspective of kernels



Correlation & Convolution Operators

Correlation:

Convolution:

Correlation Convolution



Source: S. Seitz

Weighted averages of 2D signals
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Weighted averages of 2D signals



Source: K. Graumann

Effect of Convolutions: A Smoothed Signal



Normalized Correlation for Template Matching

Source: K. Graumann

Image

Kernel

Resulting Image



Convolution operation



Convolution operation



Convolution operation



Source: K. Graumann

Different features may exist at different scales



Source: K. Graumann

Different features may exist at different scales



Max Pool operation



Max Pool operation



Source: J. C. Niebles, R. Krishna

Convolution Neural Networks





https://image-net.org/index.php

https://www.kaggle.com/c/imagenet-object-localization-challenge

https://pytorch.org/vision/stable/generated/torchvision.datasets.ImageNet.html

https://image-net.org/index.php
https://www.kaggle.com/c/imagenet-object-localization-challenge
https://pytorch.org/vision/stable/generated/torchvision.datasets.ImageNet.html
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VGG-Net 2014

❖ Used 3×3 convolution kernels
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GoogLeNet / InceptionNet v1 (and v2, v3) 2014

❖ No fully connected layers

❖ Multiple branches to address vanishing gradients

❖ Only 5 million parameters (12x less than AlexNet, 

27x less than VGG-16)
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He et al. 2015 – ResNet
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ImageNet Challenge Error Rates over time

Shallow 8 layers 8 layers

19 layers 22 layers

152 layers 152 layers 152 layers

Completion of the challenge: Annual ImageNet competition no longer held after 2017 

-> now moved to Kaggle.



Transfer Learning









Deep Learning

• Typical Deep Learning networks formed using Convolutional and 

Max Pool layers

• Deep Learning models show higher generalization capabilities 

compared to classical Machine Learning methods

• Deep Learning models have been highly successful in problems 

across several domains - Computer Vision, Natural Language 

Processing, Information retrieval, Computational Biology and 

Chemistry, Astrophysics,…


