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Validating Classification Models: Accuracy

Let X = {x1,...,x,},%; € R? be a set of data with associated classification
labels y;, = 1, ..., n. Let the class labels predicted by a classifier be y;,
1 =1, ...,n.

Accuracy: The accuracy (ACC) of a classifier is the fraction of its correct
predictions:
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Validating Classification Models: Accuracy

Let X = {x1,...,x,},%; € R? be a set of data with associated classification

labels y;, © = 1, ...,n. Let the class labels predicted by a classifier be y;,
1=1,...,n

Accuracy: The accuracy (ACC) of a classifier is the fraction of its correct

predictions:
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The training, validation, or test accuracy are similarly defined over the
respective data sets:

ACCtrmn _ Z I tra'm gf):razn)

=1

ACCU@Z Z ] 'Ual _ yf\;)a,l , Acotest - Z I test _ Qfest)



Validating Classification Models: Error Rates

Let X = {x1,...,x,},%; € R? be a set of data with associated classification

labels y;, © = 1, ...,n. Let the class labels predicted by a classifier be y;,
1=1,...,n

Error Rate: The error rate of a classifier is the fraction of incorrect

predictions:
1 )
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The training, validation, or test error rates are similarly defined over the
respective data sets:
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Validating Classification Models: Confusion Matrix

For a k-class classification problem with class labels {c, ..., ¢; }, we can
partition a data set based on their true labels as D = { Dy, ..., D} }, where,

D; =Ax; € D|y; = ¢;}

We can also paritition the data set based on the labels predicted by a
classifier R = {Ry, ..., R}, where,

R; ={xz; € D|§; = ¢;}

The partitions D and R induce a k£ X k contingency matriz, called a
confusion matrix N, defined as,

N(i,j) = |Di N Rj| = {4 € D|ya = ¢; and g, = ¢;}|



Validating Classification Models: Confusion Matrix

Confusion Matrix:
N(i,7) = |Di N R;| = {24 € D|ya = ¢; and g, = ¢;}|
where, Dj — {LL’Z c D|yz = Cj}, Rj = {QC@ S D|gz —= Cj}.

Example: On the Iris data set (no. of classes = 3), training a kNN classifier
(with no. of neighbors = 5) yields the following confusion matrix.

R, R, Rs
D150 0 0
Dy | 0 47 3
Ds| 0 2 48




Validating Classification Models: Precision

Confusion Matrix:
N(i,j) = |Di N Rj| = {zq € Dlya = ¢; and o = ¢;}
where, D; = {z; € D|y; = ¢;}, Rj = {z; € D|j; = ¢;}.

Precision: The class-specific accuracy, or precision, is defined as the fraction
of correct predictions overall all points predicted to be in class ¢;,

Precision; = 3 _ %3
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Example: Confusion Matrix of a k-NN classifier on the Iris data set:

Ry| |Ra| |Rs
Dy |50 [0 ] |0
Dy || O |47 |3
Ds |0 2] |48




Validating Classification Models: Precision

Confusion Matrix:
N(i,7) = |Di N Rj| = {xq € Dl|ys = ¢; and §q = ¢;}|
where, D; = {z; € D|y; = ¢;}, Rj = {z; € D|j; = ¢;}.

Precision: The class-specific accuracy, or precision:
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The overall precision is the weighted average of the class-specific precision,
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Validating Classification Models: Recall

Confusion Matrix:
N(i,7) = |Di N Rj| = {xq € Dl|ys = ¢; and g, = ¢;}|
where, Dj = {:l?/,, < D|y@- = Cj}, Rj — {:l?f,, < D|gz = Cj}.

Recall: The class-specific recall is defined as the fraction of correct
predictions over all points that are actually in class ¢;,
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Example: Confusion Matrix of a k-NN classifier on the Iris data set:

R Ry Rs
Dy | 50 0 0
Dy | 0 47 3
Ds | O 2 48




Validating Classification Models: F-measure
There is often a trade-off between the Precision and the Recall of a classifier.

» We can easily make Recall; = 1 by assigning all data to class 2. Then
Precision; will be low.

» Precision; can be made very high by making very few predictions to class
i (e.g., only the data instances for which the classifier has very high
confidence will be assigned to class 7). But then Recall; will be low.

F-Measure: To obtain a measure that balances the precision and recall of a
class, the class-specific F-Measure is defined as the harmonic mean between
them.

2 B 2 Precision; Recall, B 21
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Validating Classification Models: F-measure

F-Measure: To obtain a measure that balances the precision and recall of a
class, the class-specific F-Measure is defined as the harmonic mean between
them.

o 2  2Precision; Recall;  2ny
i = 1 + 1 Precision; + Recall, |D;| + | Ry

Precision; Recall;

The overall F-measure is the mean of the class-specific values,
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The F-measure of a perfect classifier is 1.
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Example

F-Measure:
2 Precision; Recall, 214

Fi — —
Precision; + Recall; | D;| + |R;]

Example 1: Confusion Matrix of a k-NN classifier on the Iris data set:

Iy, Ry Ry
D |50 0 0
Dy | 0 47 3
D;| 0 2 48

Precision; = 1, Precisiony, = 47/49, Precisiong = 48/51
Recall; = 1, Recall, = 47/50, Precisiong = 48/50
F,=1, F,=0.949. F,=0.95

F =0.966



F-Measure is better for class-imbalanced problems

Example 2:
R Ry
D¢ 19990 10
Dy | 90 10

ACC=0.998




F-Measure is better for class-imbalanced problems

Example 2:

Ry R
Dy | 9990 10
Dy | 90 10

ACC=0.998

Precision; = 0.991
Precisiony = 0.5
Recall; = 0.999

Recall, = 0.1
F; = 0.995
Fy =0.167

I = 0.581




Binary Classification: TP, TN, FP, FN

For binary classification k& = 2, we call a class ¢; the positive class, and the other
class ¢y as the negative class. We obtain a 2 x 2 confusion matrix, whose entries
have the following names.

R; (Predicted Positive) Ro (Predicted Negative)
D1 (GT Positive) True Positive (TP) False Negative (FIN)
D> (GT Negative) False Positive (FP) True Negative (TN)

True Positives (TP): The number of positive-class instances that have been
classified correctly.

TP = nyy = {x;|9 = yi = &1 }|

True Negatives (TN): The number of negative-class instances that have been
classified correctly.

TN = noe = {zi|0i = y; = c2}|



Binary Classification: TP, TN, FP, FN

For binary classification £ = 2, we call a class ¢; the positive class, and the other
class co as the negative class. We obtain a 2 x 2 confusion matrix, whose entries
have the following names.

R (Predicted Positive) Ro (Predicted Negative)
D1 (GT Positive) True Positive (TP) False Negative (FN)
D> (GT Negative) False Positive (FP) True Negative (TN)

False Positives (FP): The number of instances that have been incorrectly
classified as positive.

FP = no1 = [{z;]9; = c1 and y; = ca}|

False Negatives (FN): The number of instances that have been incorrectly
classified as negative.

FN =njp = |{£l?z|?3z = cg and y; = Cl}|



Binary Classification: Accuracy, Precision

R (Predicted Positive) Rs (Predicted Negative)
D1 (GT Positive) True Positive (TP) False Negative (FIN)
D> (GT Negative) False Positive (FP) True Negative (TN)
Accuracy:
TP+TN
ACC =
n

Error Rates:
B FP+ FN

n

ER



Binary Classification: Accuracy, Precision

R (Predicted Positive) Rs (Predicted Negative)
D1 (GT Positive) True Positive (TP) False Negative (FIN)
D> (GT Negative) False Positive (FP) True Negative (TN)
Accuracy:
TP+TN
ACC =
n
Error Rates: FP 4+ FN
ER =
n
Positive-class Precision:
Precisi TP
rectsionp =
" TP+ FP
Negative-class Precision:
T'N
Precisiony =

I'N + FN



Binary Classification: TPR, FPR
R, (Predicted Positive) Ry (Predicted Negative)

D1 (GT Positive) True Positive (TP) False Negative (FN)
D5 (GT Negative) False Positive (FP) True Negative (TN)
True Positive Rate (Sensitivity):
TP
TPR = Recallp =
P T TP FN
True Negative Rate (Specificity):
TN
T'NR = Recally =
N T TN Y FP
False Positive Rate:
FPR = PP 1 — Recall
“FP+TN W
False Negative Rate:
FN
FNR = — 1 — Recallp

FN+TP



