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Recap: Simple Linear Regression

Given data {(z1,%1), (¥2,%2), ..., (Tn,¥n)}, x;,y; € R, we assume the data was sampled from a

function:

yi = f(z:) + €&
We wish to estimate this function as f(a:z) in order to predict,
gi = f(z:) .
In simple linear regression, we wish to estimate a line Yi = BO + lei . We can consider a choice of a loss

i ~\2 . . . ST i
function (yi = yi) that can inform us how well a certain estimate of 3o, 31 is for the given data

{(531, yl); (332, y2)3 ceey (ZUn, yn)} .
Using calculus, we can arrive at the following closed-form expressions for Bo, B

Bo =9 — 1T
Ty — Y2
3 DT — Ty, ms




Multiple Linear Regression

Given data {(x1,v1), (X2,¥2), ..., (Xn,Yn)}, x; € R% y; € R , we assume the data was sampled from a

function:

v, = f(xi) + €

We wish to estimate this function as f (;ci) in order to predict,
yi = f(xi)
= Bo + P1xs1 + BoXiz + ... + BaTid.-

We consider a loss function (y; — 4j;)? that informs us on how well a certain estimate of [, 01, -.-54

Is for the given data.

How can we estimate (g, 081, ...04 ?
* Obtain closed-form solutions of d variables...

« With the help of linear algebra, use projections



Simple Linear Regression

Multiple Linear Regression
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Multiple Linear Regression

1 211 212 ... Zi4| |Wo Y1
1 xo1 x99 ... XTog w1 Y2
_1 Inl Ino2 oo Ind_ Wy Yn

« How can we solve a system of equations?
Ax = b

x = A~ 1 ph  (if Ais asquare matrix)

« |If Alis not a square matrix?



X;: Vectors in a space

Xi = {%h%%---»%d}

Xj isapoint in a d-dimensional space

X Isavector in a d-dimensional space

x =1{2,3}




Linear Combination of vectors

« Scalar Multiple of a vector « Addition of two vectors
ax,a € R Xty
- same direction, different magnitude - vector in the plane of x and y
“““““ ‘ax,a > 1
X
ax,0<a<1

”
*
‘O
*

 Both operations together?

ax + by, a,b €R

- Generate any vector in the plane of X and Y



Span of a set of vectors: Set of all linear combinations of the vectors

What is -
« The span of a single vector
« The span of two vectors
« The span of three vectors

Linear Independence: For a sequence of vectors X1, X2, ..., X,
a1X1 taoxo+ ...+ ayxyg =0 — a1 =as=...=ag =0

« What is the minimum number of linearly independent vectors required to span a
space containing d-dimensional vectors?

Basis: Set of linearly independent vectors that span a vector space



Distance between two vectors:

Ax,y) = lIx —yll = /(x — ¥)T(x ~ y)

Norm of a vector:

Ixl| = VxTx = /23 + a3 + ... + a2

Angle between vectors:
XTy

[y 1]

cos f =

Orthogonality:
x'y=0



Orthogonal Projection of a vector

» \We wish to find the orthogonal projection of a vector y on to a vector X.

~V




Orthogonal Projection of a vector

» \We wish to find the orthogonal projection of a vector y on to a vector X.

Yy v
o=
X
==
1%
xle =0
T And so the projected vector is:
— x (y —ax) =0 xTy
x!y Pp=—X
s (] = — X+ X

x1I'x



System of equations: Row view
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System of equations: Row view

--------------------------------------------------------------------------
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Equation of a plane



System of equations: Row view

Intersection of two planes



System of equations: Row view

Intersection of three planes
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System of equations: Row view
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System of equations: Row view
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vectors



Solving Multiple Linear Regression

32'11 19 T1d Wy Y1
35'21 Too ... X9d w1 Y2

1 ZTp1 Tpe ... Tpg| [Wd Un

n-dimensional n-dimensional
vectors vector



Solving Multiple Linear Regression
32'11 XT19 AT wo Y1
- Z21 Too ... Toqgl| |W1 Y2
1 Ty Ty ... Tpg| [Wd Yn_
n-dimensional Linear n-dimensional
vectors combination of vector
d vectors

d<n



Solving Multiple Linear Regression

T11 19 AT wo Y1
X2l T2 ... Ta2q | |W1 Y2
1 xnl Tp2 - Tpd| LWd_ Yn |
n-dimensional Linear n-dimensional
vectors combination of vector
d vectors
d<n

« y may not lie in the span of the column vectors

« Can we project y on to the subspace spanned by the column vectors?




Solving Multiple Linear Regression

1 11 10 ... x14]| [Wo
1 xo1 x99 ... Tog| [W1

_1 Lnl In2 eer Ind Wq
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Solving Multiple Linear Regression

_1 L11 L19 L1d wo Y1
1 21 @29 Tad | | W1 Y2
_1 Lnl Ln2 Lnd_ | Wd_ | Yn_
XwW=Yy
Xy —Xw) = .
""""""""""""""""" :""""""" Sﬁmate
>w= (XTX)IxTy B ot
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