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Solving Multiple Linear Regression
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Can we estimate a 

curve that fits the 

data better?
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Complex Models on Unseen data

Close points with very 

different predictions



Complex Models on Unseen data

Close points with very 

different predictions

High errors in target 

values



Trade-off: Model Complexity vs. Generalization Capability
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Trade-off: Model Complexity vs. Generalization Capability

Model Complexity

Prediction 

Error

Training 

Error

Test Error

Data

Training Data Test Data

Training Data Test DataValidation Data

For all models –

1. Train on the Training Data

2. Compare on the 

Validation Data

3. Obtain estimate of general 

accuracy on Test data



Residual Plots

Plots the relationship between the residuals                          and a variable       .

Uses of Residual Plots:

1. Identify non-linearity of variable-target relationships

Residual Plot for Linear Fit Residual Plot for Quadratic Fit
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Residual Plots

Plots the relationship between the residuals                          and a variable       .

Uses of Residual Plots:

2. Non-constant variance of error terms (heteroscedasticity)

Response y Response log(y)
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Residual Plots

Plots the relationship between the residuals                          and a variable       .

Uses of Residual Plots:

3. Identifying outliers

R
es

id
u

al
s

9

9



Classification: Logistic Regression

Given:                                                      , and                                                            ,

for the problem of classification, we wish to estimate a function                   , that correctly classifies 

the data instances.

Binary Classification:
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where,
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Logistic Regression

Choice of Loss Functions:

• Mean Square Error: 

• Binary Cross Entropy Loss:

We estimate the function:

where,



Logistic Regression

Mean Square Error loss function: 

• For correctly classified points:
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Gradient Descent

We wish to optimize a differentiable function                            by the following procedure:

1. Initialize 

2. Update

is updated by a small 

amount in the negative direction 

of the gradient

The Gradient Descent procedure is usually 

run multiple times from different 

initializations to obtain the best local minima



Gradient Descent

We wish to optimize a differentiable function                            by the following procedure:

1. Initialize 

2. Update

The ‘step size’       needs to be 

small enough, large      can 

cause divergence

Gradient Descent can get 

stuck at points of inflections 

and plateau regions

function 

value does 

not change in 

any direction



• For misclassified points:

▪ When                                                     

▪ When 

Using Gradient Descent for Logistic Regression: BCE vs MSE

Binary Cross-Entropy Mean Square Error 

• For misclassified points:

▪ When                                                                

▪ When 
Large 

gradient 
magnitudes

Small
gradient 

magnitudes

Bad 

initialization

Function 

value goes on 

decreasing Function value goes 

to zero, Gradient 

Descent terminates

Bad 

initialization

Function value remains the 

same, no gradient direction, 

Gradient Descent terminates



Reading Material on Linear & Logistic Regression:

• Chapters 2, 3, 4, in An Introduction to Statistical Learning with Applications in R, by James 

G., Witten D., Hastie T., Tibshirani R. (https://www.statlearning.com/)

• Chapter 2 ‘Generative and Discriminative Classifiers: Naive Bayes and Logistic Regression’, 

in Machine Learning, by Tom Mitchell. 

(http://www.cs.cmu.edu/~tom/mlbook/NBayesLogReg.pdf)

Readings for the Next Class:

• Chapter 2 ‘Optimal Classification’, in Fundamentals of Pattern Recognition and Machine 

Learning, by Ulisses Braga-Neto.

https://www.statlearning.com/
http://www.cs.cmu.edu/~tom/mlbook/NBayesLogReg.pdf

