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Decide class         whereRecap: Logistic Regression Classifier

Binary Classification:

Logistic Regression assumes the following parametric model to estimate the 

posterior probabilities of the two classes:

and,

The assumption of the above parametric model leads to a linear classifier, that classifies the data 

based on a hyperplane between the two classes.



Data x is assigned to class j if                               .

The decision boundary between class j and class k is given by                          , and the 

equation of this (d-1) dimensional hyperplane is,

Recap: Multi-class Classification

Given c > 2 number of classes, we consider building a single c-class discriminating 

classifier that is comprised of c linear functions of the form

*Image Source: 

Bishop - Pattern Recognition and Machine Learning

Each decision region is always a single connected and convex region.































Non-Parametric Estimation by Histograms

Approximated 

Function

Similarly, histograms 

can be constructed for 

2-dimensional functions, 

3-dimensional functions, 

etc.

Approximate a function 

based on the frequency 

of data observed in

fixed-size bins



















Parzen Window Density Estimation

Parzen Window 

Density Estimation

k-NN Density 

Estimation

Two common approaches to obtain the sequence of regions satisfying the conditions:

1. Parzen Window approach: Shrink the initial volume by specifying Vn to be a function of n. 

Ex.: 𝑉𝑛 = 1/ 𝑛

2. k-NN approach: Specify kn as a function of n, so that Vn grows until it encloses the kn

neighbours of x. Ex.: 𝑘𝑛 = 𝑛

*Image Source: 

Duda, Hart, Stork - Pattern Classification

















k-Nearest Neighbours Classification

*Image Source: 

James, Witten, Hastie, Tibshirani – An Introduction to Statistical Learning with R


